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The Mobile Edge

“Enduring Challenges” of Pervasive Computing

Resource poverty

Communication Uncertainty

Finite Energy

Multi-modal interaction

Scarce user attention

Lower privacy, security, robustness

Mahadev Satyanarayanan - Mobile and Pervasive Computing (15-821/18-843, Every Fall, including Fall 2022)



Federated Learning: Natural Advantages

“Enduring Challenges” of Pervasive Computing

Resource poverty

Communication Uncertainty | Client Selection
Finite Energy
Multi-modal interaction
Scarce user attention
Lower privacy, security, robustness | Federated Training

Mahadev Satyanarayanan - Mobile and Pervasive Computing (15-821/18-843, Every Fall, including Fall 2022)



Federated Learning: Natural Disadvantages

“Enduring Challenges” of Pervasive Computing

Resource_ poyerty _ There will always be a strong
Communication Uncertainty case for centralization!

Finite Energy

Multi-modal interaction

Scarce user attention

Lower privacy, security, robustness

Mahadev Satyanarayanan - Mobile and Pervasive Computing (15-821/18-843, Every Fall, including Fall 2022)



Current Federated Learning

Current Applications:

e Next word prediction
e Recommender systems

Not very performance sensitive

e Recruit only plugged-in, wifi-connected clients
e Research focus is mostly on accuracy, data heterogeneity, etc
e Does not hit the fundamental limits of mobile computing

Goodgle - Federated Learning for Gooagle Keyboard



https://ai.googleblog.com/2017/04/federated-learning-collaborative.html

Why Mobile Edge?



Why (Not) Mobile Edge?
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Why (Not) Mobile Edge?

Tesla Full Self Driving Training

Edge training is hard/expensive
Users don’t know about privacy
Users don’t care about privacy

Data User Actions
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Selection Policy

Send over wifi
(same time as software updates)

FSD Training




Go g|e tesla autopilot training data tesla autopilot training data
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2019 — Tesla's advantage in training data implies an advantage in object detection
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YouTube - Matroid



https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf

Why Mobile Edge?

e Privacy and Liability
o Increased awareness of data privacy
o GDPR and “Personal Data Sovereignty”
o Liability to data breaches and the difficulty in obtaining cyber insurance
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https://www.forbes.com/sites/forbesbusinesscouncil/2021/05/04/the-anatomy-of-personal-data-sovereignty/?sh=11b1bcbc61e1
https://www.forbes.com/sites/noahbarsky/2022/03/22/wartime-cyber-insurance-wobbled-by-new-fine-print/?sh=31deef07177e

Why Mobile Edge?

e Privacy and Liability

o Increased awareness of data privacy

o GDPR and “Personal Data Sovereignty”

o Liability to data breaches and the difficulty in obtaining cyber insurance
e Communication Constraints

o High data rate, i.e. video, LIDAR (easily 100s of gbps)

o More domain-specific tasks where you need more data from each client
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Why Mobile Edge?

e Privacy and Liability

o Increased awareness of data privacy

o GDPR and “Personal Data Sovereignty”

o Liability to data breaches and the difficulty in obtaining cyber insurance
e Communication Constraints

o High data rate, i.e. video, LIDAR (easily 100s of gbps)

o More domain-specific tasks where you need more data from each client
e Rapid Iteration

o Relative to training time

o Without rapid iteration, none of these constraints matter!
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https://www.forbes.com/sites/forbesbusinesscouncil/2021/05/04/the-anatomy-of-personal-data-sovereignty/?sh=11b1bcbc61e1
https://www.forbes.com/sites/noahbarsky/2022/03/22/wartime-cyber-insurance-wobbled-by-new-fine-print/?sh=31deef07177e

Hierarchical FL
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Just add Edge Servers!

Verizon 5G Edge

(It's an AWS virtual machine 9

Mobile
hosts

connected to the cellular
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https://www.verizon.com/business/solutions/5g/edge-computing/

Hierarchical Federated Learning
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Client-Edge-Cloud Hierarchical Federated Learning (2019)
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https://arxiv.org/pdf/1905.06641.pdf

Hierarchical Federated
Learning

Hierarchical Federated Learning

Across Heterogeneous Cellular
Networks (2019)

(a) Local gradient update

Uplink

(b) Global model averaging


https://arxiv.org/pdf/1909.02362.pdf
https://arxiv.org/pdf/1909.02362.pdf
https://arxiv.org/pdf/1909.02362.pdf

More Synchronization = Faster Convergence

Top-1 Accuracy of ResNet18 for CIFAR 10 Dataset
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*experiments use 50 and 28 clients, respectively




Hierarchical Federated Learning

Extensions:

e Arbitrarily many levels (2022)
e Edge aggregation server selection and scheduling (2020)

Possible Ideas:

e Per-cluster adaptation (number of steps, gradient compression, etc.)
e Cluster selection and client selection
e Mixed hierarchical, non-hierarchical FL
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https://arxiv.org/pdf/2007.09511.pdf
https://arxiv.org/pdf/2002.11343.pdf

Why Not Now?

Hierarchical FL is “canonical,” but...
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Why Not Now?

Hierarchical FL is “canonical,” but...

e Infrastructure is not fully there yet

e Edge server deployment is difficult

e Data is billed to the mobile user, not the developer. No discount for edge
communication.
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Compute-Aware Client Selection



Today's Server, Tomorrow’s Edge

Faster
Introducing Neural Engine
Google Tensor.

The brand new chip
designed by Google,
custom-made for Pixel.

Al4

Neural
Engine

Next-generation
16-core architecture
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Compute-Aware Client Selection

MOSt ObViOUS approach. p|Ck a” C|ientS Algorithm 3 Client Selection in Protocol 2

Require: Index set of randomly selected clients K’

that will Comp|ete in time. I: Initialization S « {}, T ; « 0,0« 0
while |K'| > 0 do

2
3 X4 argmaXgeg:
4
5

1
TS — T8+t +max{0,t /P -0}

Client Selection for Federated L earning with
Heterogeneous Resources in Mobile Edge, 2019

remove = from K’
©' + © + tUL + max{0, tY° — 0}
t 4 Tos + Tslp + ©' + Tage
if t < Tround then
0« 0O
add x to S
end if
11: end while
12: return S

In summary, Client Selection is formulated by the
following maximization problem with respect to S:

max |S|
> ' 4)
8.t.  Tround 2Tcs + Tg + Os) + Tagg-



https://ieeexplore.ieee.org/document/8761315
https://ieeexplore.ieee.org/document/8761315

Compute-Aware Client Selection

FedMCCS: Multicriteria B. Problem Formulation
C“e_”t Selection Model for We formulate our problem as a bilevel maximization with
Optimal IoT Federated knapsack and other constraints as follows:

Learning, 2021

max |X
14 | Xs|

subj ect to

Xz,
Z Utllre CPU, Memory Energy} = BUdget’” [co1]

L X(TE + UtnE 4 T ) < Ticond

subject to

max ERy, = Mxmo [cos]. (1)
= | Rl + P



https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434

Compute-Aware Client Selection

FedMCCS: Multicriteria B. Problem Formulation
Client Selection Model for

Optimal loT Federated

Learning, 2021

Select as many clients max |Xg|
as possible, such that: Xs
subject to

We formulate our problem as a bilevel maximization with
knapsack and other constraints as follows:

(1) we do not exceed the
resource budget

(2) we do not exceed the round time

(3) selection also maximizes clients
with minority classes



https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434

Compute-Aware Client Selection

Open questions:

e How do you select the budget and round time?

e How do you reconcile compute-aware selection with fairness if data is
correlated to compute in hard-to-quantify ways?

e How do you know (i.e. predict) the resource usage ahead of time, especially if
a device hasn'’t participated recently or has never participated?

Related work: Runtime Performance Prediction for DL, 2021

xS


https://www.microsoft.com/en-us/research/uploads/prod/2021/02/dnnperf.pdf

Why Not Now?

e Under-studied (probably because it's really hard to study!)
e Performance-sensitive Federated Learning on the mobile edge not really used

or needed yet
e Google: devices are limited in diversity, well-profiled in advance, and

developers have root access
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Conclusion

Hierarchical FL

Obvious, simple, useful
Very easy to implement in the lab
Very hard to implement in the wild

Compute-aware Client Selection

e Logical, but not so simple

e Not needed until FL becomes
more popular (especially by
non-privileged parties)
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