
1
1
1

1

Guest Lecture:
Federated Learning

Tianshu Huang – PhD Student @ CMU ECE

(1) From Distributed Optimization to 
Federated Learning

(2) Research Topics in Federated Learning
(3) Why Federated Learning?
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From Distributed Optimization
to Federated Learning
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Gradient Descent

Gradient Descent

https://distill.pub/2017/momentum/

https://distill.pub/2017/momentum/


4
4
4

4

(Mini-batch Stochastic) Gradient Descent

Gradient Descent (mini-batch) Stochastic Gradient Descent
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(Mini-batch Stochastic) Gradient Descent
is Distributed?

What’s the Problem?

*
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Aside: How is Large-Scale Learning Done Today?

EleutherAI: GPT-NeoX-20B
● 12 workers (servers)
● 50GT/s x8 links to switches with 

50GT/s x16 interconnect
Synchronous AdamW

● 20B params x 16 bit @ 400GT/s 
~ 1s

● 1830 hours / 150k steps ~44 
seconds per step

12 x 8 x A100 GPUs ~$1M
2x MQM8700-HS2R switches ~$40k
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Distributed SGD (circa 2015)

Communication Cost: Stragglers:

*
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Distributed SGD (circa 2015)

Communication Cost: Local Update SGD Stragglers: Asynchronous SGD
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Distributed SGD (circa 2015)

Communication Cost: Local Update SGD Stragglers: Asynchronous SGD
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Distributed SGD (circa 2023)

Reinforcement Learning
● Highly variable episode 

length
● Convergence speed is 

critical

https://everydayrobots.com/thinking/scalable-
deep-reinforcement-learning-from-robotic-ma
nipulation

https://everydayrobots.com/thinking/scalable-deep-reinforcement-learning-from-robotic-manipulation
https://everydayrobots.com/thinking/scalable-deep-reinforcement-learning-from-robotic-manipulation
https://everydayrobots.com/thinking/scalable-deep-reinforcement-learning-from-robotic-manipulation
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Federated Learning
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Federated Learning vs Distributed SGD

Federated Averaging Local Update SGD
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Why Federated Learning?

Advantages Disadvantages

*
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Research Topics in Federated Learning
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Federated Learning: What could go wrong?

Data & Model Concerns Edge Systems Concerns

*
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Applications & Challenges in Federated Learning

“First Order” Challenges:
● Data Heterogeneity
● Compute Heterogeneity

“Second Order” Challenges:
● Communication cost / scalability
● Defense against attacks
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Data Heterogeneity (“Non-IID”)

What could go wrong?

*
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Data Heterogeneity (“Non-IID”)

What could go wrong?
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Data Heterogeneity (“Non-IID”)

What could go wrong?
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Approaches to Data Heterogeneity

● Regularization (FedProx) (“Federated 
Optimization in Heterogeneous 
Networks”, 2018)

● Client selection (“Client Selection in 
Federated Learning: Convergence 
Analysis and Power-of-Choice Selection 
Strategies”, 2020)

● SCAFFOLD (“Stochastic Controlled 
Averaging for Federated Learning”, 
2023)

https://arxiv.org/pdf/1812.06127.pdf
https://arxiv.org/pdf/2010.01243.pdf
https://arxiv.org/pdf/1910.06378.pdf


21
21
21

21

Compute Heterogeneity

Select as many clients 
as possible, such that:

(1) we do not exceed the 
resource budget

(2) we do not exceed the round 
time

(3) selection also maximizes clients 
with minority classes 

Percent of “abnormal” samples

21

Client Selection (FedMCCS) (2021)

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9212434
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Heterogeneity: Federated Learning @ Google
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Communication & Scalability

Hierarchical Federated Learning (2019)

https://arxiv.org/pdf/1909.02362.pdf
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Federated Learning Attacks

An Overview of Federated Deep Learning Privacy Attacks and Defensive Strategies (2020)

https://arxiv.org/abs/2004.04676
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Model Attacks (Model Replacement, Backdoors, etc)

Attack of the Tails: Yes, You Really Can Backdoor Federated Learning (2020)

https://proceedings.neurips.cc/paper/2020/hash/b8ffa41d4e492f0fad2f13e29e1762eb-Abstract.html
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Privacy Attacks (Data Recovery)

Beyond Inferring Class Representatives: User-Level Privacy Leakage From Federated Learning (2019)

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8737416
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Differential Privacy

Federated Learning With Differential Privacy: Algorithms and Performance Analysis (2020)

Can greatly affect performance!

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9069945
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Why Federated Learning?
A Policy Perspective
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Machine Learning Threat Model

Threat Type Confidentiality Integrity Availability

Threats 
solved by 
Federated 
Learning

Threats 
created by 
Federated 
Learning
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Machine Learning Threat Model

Threat Type Confidentiality Integrity Availability

Threats 
solved by 
Federated 
Learning

User data privacy

Threats 
created by 
Federated 
Learning

Model parameter and 
architecture secrecy

Model backdoor attacks Model poisoning attacks
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Why Federated Learning?

*
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Why (Not) Federated Training?

Tesla Full Self Driving Training
● Edge training is hard/expensive
● Users don’t know about privacy
● Users don’t care about privacy

Data

Compression

FSD

User Actions

Selection Policy

Extract
“Vector Space”

Self Driving 
Algorithm, 
Inference Only

Send over wifi
(same time as software updates)

FSD Training
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No articles about privacy on the first page!

And people are only mildly 
concerned!
(“Self-Driving Cars and Data 
Collection: Privacy Perceptions of 
Networked Autonomous Vehicles”, 
2017)

https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
https://www.usenix.org/system/files/conference/soups2017/soups2017-bloom.pdf
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Should you use Federated Learning?

Reasons For: Reasons Against:

*
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Thanks!

The content for this lecture is in part from:

● Ethan Ruan’s previous guest lectures for this class
● Gauri Joshi’s Federated Learning Course @ CMU;

Notation + equations from her new book: 
https://link.springer.com/book/10.1007/978-3-031-19067-4

35

https://link.springer.com/book/10.1007/978-3-031-19067-4

